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Abstract 

This article conveys the vision of a world-historical dataset, constructed in order to provide data on human 
social affairs at the global level over the past several centuries. The construction of this dataset will allow the routine 
application of tools developed for analyzing “Big Data” to global, historical analysis. The work is conducted by the 
Collaborative for Historical Information and Analysis (CHIA). This association of groups at universities and 
research institutes in the U.S. and Europe includes five groups funded by the National Science Foundation for work 
to construct infrastructure for collecting and archiving data on a global level. The article identifies the elements of 
infrastructure-building, shows how they are connected, and sets the project in the context of previous and current 
efforts to build large-scale historical datasets. The project is developing a crowd-sourcing application for ingesting 
and documenting data, a broad and flexible archive, and a “data hoover” process to locate and gather historical 
datasets for inclusion. In addition, the article identifies four types of data and analytical questions to be explored 
through this data resource, addressing development, governance, social structure, and the interaction of social and 
natural variables. 
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 “Those who do not remember the past are condemned to repeat it.” 

 “A man's feet should be planted in his country, but his eyes should survey 
the world.” 

George Santayana 

Introduction 

The problems in global society—in governance, socio-economic change, health, and human interaction 
with the environment—span regions and disciplines. The social sciences, though sophisticated in analysis of 
contemporary societies, continue to generally work within regional and disciplinary boundaries. Historical social 
science, focused at national and subnational levels, has scarcely addressed global issues. Meanwhile, contemporary 
globalization and concerns about future global change naturally raise questions about past patterns of global change. 
For example, how did population, economy, governance, and social inequality interact with each other and with 
climate and disease? Has social inequality fluctuated in global cycles over the centuries? Have crises in governance 
(at macro and micro levels) responded to shifts in inequality or in climate? 

Our NSF-funded Collaborative for Historical Information and Analysis (CHIA) aims to collect, document, 
store, and analyze historical data to permit cross-disciplinary analysis of human society over time.2 Our aim is not 
simply to archive large quantities of data but to define and link them into a single overarching set of data facilitating 
study of historical interactions. We require a coherent metadata framework to link data to their sources and each 
other. The overall topic is immense, but we believe we have found an orderly and productive way to work on it. 
Creating this mass of data and metadata—as we incorporate, integrate, and aggregate information —requires a 
strong ontological base and a crowdsourcing procedure to entice many contributors to participate. The task of large-
scale data utilization can only be resolved via collaborative efforts within a large network of researchers. Advances 
in social theory and information technology bring a substantial opportunity to develop methods for data collection 
and data analysis at a global scale and in the substantially long run.  

Currently, we are constructing organizational and technical infrastructure by emphasizing the interplay 
between the Research Collaborative and Headquarters. The Research Collaborative will link collection of data on 
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population, climate, and other topics with a crowdsourcing tool to demonstrate a continuously growing collection of 
historical data and metadata. The Headquarters will assemble knowledge on repository design to deliver a repository 
sufficient to house the incoming data and permit global and interactive analysis. After that, CHIA will expand its 
collection and processing of historical data, broaden its community of social-science researchers, analyze global 
patterns in historical change, and share its resources with researchers, policy-makers, teachers and students.  

This project moves historical analysis into the realm of Big Data by taking historical data resources into the 
terabyte range. The effort will stimulate efficient research collaboration that will enable systematic large-scale 
consolidation of diverse historical data sources. Such data, once collected and integrated, will make it possible to 
test hypotheses about long-term and short-term social change at the global level. Global historical data on population 
and climate will launch expansion of the evidence base in social sciences. The repository and analytical system, 
once implemented, will be able to address a wider set of questions. Disciplinary analysis will advance, for instance 
by linking health to demography and by incorporating climate and health factors into economic studies. Disciplinary 
theory will advance through interplay of fields, so that a global network of social-science researchers will emerge. 
For instance, such a network is emerging to link world historians of every continent (NOGWHISTO). 

 

Related Works 
The Collaborative will build on earlier efforts. As UNESCO formed to coordinate worldwide scientific 

research, the founding Director-General, Julian Huxley, articulated the scientific philosophy of UNESCO as “a 
scientific world humanism, global in extent and evolutionary in background,” but within it expected social sciences 
to work by comparison of cultural or national groups (Huxley 1946). The social sciences, working within those 
cultural boundaries for the following half century, achieved remarkable advances in scope and method. The area-
studies movement brought substantial expansion of study on Asia, Africa, and Latin America, encouraging 
comparative analysis of national and local subunits. Macroeconomics arose as an important new field; social and 
economic history developed productive quantitative methods; and spreadsheets brought a quantum leap in 
applications of demography (Preston et al. 2000). Yet that same postwar era brought massive globalization—in 
which global literacy and health advanced impressively, while political constellations changed repeatedly. In that 
context it is remarkable how little the social sciences have done to adopt a new mission of developing coordinated 
study of human society. One still awaits the big advances in linking information and analysis across disciplines, 
time, and space.  

Meanwhile, the natural sciences have developed institutionalized, well-funded systems to support research 
that unified analysis from micro-level to universal scales: examples include CERN in physics, the National Center 
for Biotechnology, and the Long Term Ecological Research Network. These institutions facilitate advances in 
research, at once responding to and creating the current explosion in scientific information (Bowker 2008). Where is 
the equivalent higher-order study in the social sciences? The explosion in social-science information is arguably just 
as rapid, not only through creation of new data but also through growing access to historical data brought by new 
techniques. The historical data include advances in health, earth science, and genomics with social-scientific 
implications. 

 The barriers that have restrained unification of social-science analysis lie at once within the nature of the 
data and in the inherited analytical frameworks. Social-science analysts have sought out data of homogeneous 
quality and in finding it have tended to stay within national units, short time frames, and standardized data such as 
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censuses. Crossing boundaries in time and space requires facing heterogeneity: it involves linking terms with 
changing meanings, linking maps with inconsistent scales, and addressing multiple languages, varying weights and 
measures. While patient individual work has chipped into this barrier, the main hope for advance lies in a large-scale 
campaign of data retrieval, transformation, and flexible integration that will make historical data accessible for 
global analysis.  

Only now are advances in policy studies, data collection, and analysis bringing the unification of social 
science into the realm of possibility. Policy-makers are learning that long-term processes, previously ignored or 
undetected, have significant implications for the decisions they seek to implement: early events may have generated 
structures with lasting impact (Nunn 2009). In analysis, recent decades have seen dramatic change in the outlooks 
and scholarly practice of social scientists and the techniques available to them. After the decline of colonialism and 
racialism, it has become easier for social scientists to seek out common experiences and motivations for our species 
rather than focus on uniqueness and socially specific attitudes. Global and historical interests have grown among 
researchers in economic history, global politics, world systems, and global health (O’Brien 2006; Reinhart and 
Rogoff 2009; Gerring et al. 2005; Giddens 2003, Pomeranz 2000, Chase-Dunn and Babones 2006, Zimmer and 
Burke 2009; Bain et al. 2008). In retrieval of social-science data, the most obvious innovation is large-scale 
digitization of print, manuscript data. For the organization of data, new techniques in GIS make it possible to define 
and analyze units that are modifiable in area and time (Southall 2011, Gregory and Southall 1998). Other advances 
enable an attack on problems in missing data: on one hand with ways of getting useful information out of incomplete 
datasets; on the other hand by using advanced techniques of simulation and estimation to fill in the blanks (Honaker 
and King 2010, Manning 2010). New techniques in ontology engineering for medical, geographic, and heritage 
studies may advance the classification of historical events and other data objects (Bowker and Star 2000; Madin et 
al. 2008). 

Major historical datasets, though principally oriented toward regional and comparative rather than global 
applications, are now in existence and in construction. Some of these come from members of the Collaborative: the 
Institute for Quantitative Social Science at Harvard, the Center for Geographic Analysis at Harvard, Great Britain 
Historical GIS at Portsmouth, the International Institute of Social History in Amsterdam, the CLIO World Tables at 
Boston University, and World-Historical Dataverse at Pitt. Our approach is complementary to such prior campaigns 
of data collection and analysis as the Integrated Public Use Microdata Series (IPUMS, at Minnesota), Electronic 
Cultural Atlas Initiative (ECAI), the Alexandria Digital Library (ADL), and others (Eltis and Richardson 2010, 
Zanden 2009, Saito 2010). In health sciences, investment in institutions for global collection and mapping of data 
has expanded especially for studies of malaria (Gething et al. 2010, Hay et al. 2009). Even better established is the 
World Data System of the International Council for Science (ICSU), upgraded in 2009 for the natural sciences, 
notably astronomy.  

Still, researchers are nowhere near to having a set of global historical data against which to test emerging 
large-scale theory. Global theory, in turn, remains vague for lack of comprehensive data to explore. Recent work has 
included steps that are necessary but not sufficient to the creation of global-historical data. For example, work with 
GIS has created georeferenced documents that give little evidence of change over time; time-series data (mostly 
economic) have been prepared without georeferencing; and population censuses—detailed but addressing widely 
separated points in time—tend not to be georeferenced. As another example, the Electronic Cultural Atlas Initiative 
(Berkeley) did excellent work in developing metadata for many social and cultural variables, but did not succeed in 
obtaining datasets from those who held them nor in developing a fully global perspective (ECAI). Meanwhile, 
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global-historical datasets require simultaneous documentation of values and variations in space, time, content, and 
scale. 

 

Building global-historical information repository: CHIA approach 
Rather than wait for a gradual accretion of localized projects to bring about large-scale analysis, the 

Collaborative is to conduct a large-scale initiative to speed up the compilation of global-historical data through 
widespread and sophisticated collaboration. Collecting a large number of datasets is not sufficient to produce global 
data—the data need to be merged into a single, uniform data repository. Nor is it possible to create a uniform data 
repository through automated processing of the existing metadata—the terms are inconsistent and, too often, there 
turn out to be major bits of information simply missing. The problem is that additional metadata must be created to 
account for harmonization and linkage of inconsistent local datasets and for aggregation to regional and global 
levels. The CHIA project is to address these issues directly through creation of a global historical data resource. 

A large part of the historical data logically to be included in a global historical data resource have yet to be 
digitized or documented. The data have certainly not been rendered compatible with one another, especially for 
Asia, Africa, and the Americas, and especially before the twentieth century. While a large body of historical data 
already exists, generally on the internet and more specifically in such repositories as the ICPSR and the Dataverse 
Network, these are disaggregated sets of data with two very distinct levels of documentation—the high-level 
documentation of the repository system (SAS or SPSS) and the documentation provided for constituent datasets by 
their creators (ICPSR, Dataverse Network). Most statistical data assembled by historical researchers, further, are 
held in Excel and other spreadsheet software, with no systematic documentation facilities. Thus, no magic bullet will 
turn existing repositories into globally analyzable bodies of data: existing data need essentially to be re-documented, 
and newly entered historical data need to be documented comprehensively. Such documentation requires both a 
consistent framework and the expertise of academic researchers—those who constructed or transcribed the data or 
others with similar expertise. To access such expertise, our approach emphasizes “crowdsourcing,” though based on 
expert users.  

Collecting, Integrating, and Documenting Data. For the assembly of global data, “metadata” must include 
several types of data description. The overriding rule is that each data value within a dataset must be fully defined in 
terms of its source, its dimensions, and any transformations or aggregations it has undergone between its original 
source and its current position in the dataset. Consider the simplest case, the addition of a single number. At least 
four pieces of information need to be added beyond the number itself: what is being measured; where the 
information or reporting unit is located; when (date or period); and the source of information (including the 
contributor). To hold this information in a consistent structure, answers to these questions need to be selected from 
controlled vocabularies. The controlled vocabulary for where would be a gazetteer or GIS, though it would have to 
account for variations in boundaries and labels of locations; an analogous and flexible vocabulary is needed for 
when. The controlled vocabulary for what is the most challenging, as there is no established thesaurus for statistical 
concepts, although classifications have been developed for occupations and diseases. The incorporation of such 
existing detailed classifications means that data ingest work can start before the high level framework – the overall 
project ontology – is finalized. We are developing the crowdsourcing data-integration infrastructure that will 
facilitate this task (Brodie 2010). 



Zadorozhny et al., Collaborative for Historical Information and Analysis 

Journal of World-Historical Information | http://jwhi.pitt.edu | DOI 10.5195/jwhi.2013.2 

 

 

6 

In addition to the “what, where, when, source” of the originally entered data, additional transformations and 
aggregations will be required. Original submissions of data need to be cleaned of errors and integrated to resolve 
duplications and inconsistencies across datasets.3 Thereafter—along with the transformation of submitted data by 
language, geography, time, weights, measures and other criteria to make them compatible with other contributed 
datasets—comes the creation of “incremental metadata” to document further transformations. That is, along with 
aggregation of data by scale (both geographic and temporal) in order to have consistent regional and global datasets 
created out the smaller datasets, comes the creation of incremental metadata to document the aggregation. In sum, 
the volume of metadata will likely equal or exceed the volume of data in the global dataset. 

 The maintenance of this huge amount of metadata will be laborious and expensive. The need for these 
additional categories of metadata only becomes clear as we move toward aggregation to global-level data. To 
extrapolate further, one can imagine that an algorithm for transforming data values is found to require correction – 
for instance, deflation of value statistics by an improved price index – in which case corrections would have to be 
made throughout and additional metadata would need to be recorded. With fully upgraded metadata, based on strong 
standards, it will be possible to recalculate, on the fly, each value and the associated error margin, thus preserving 
the value of the repository and its elements over time. For contrast, the alternative is that whole datasets might have 
to be abandoned and recreated from the beginning. In particular, many of the global indices comparing national 
statistics for the past fifty years appear to contain data but no substantial metadata. Without metadata, if price 
indices or commercial volumes were to be recalculated, there would be no available basis for recalculation: the 
choice would be to use outdated figures or simply junk the dataset. It is thus more efficient in the long term to build 
comprehensive metadata into the global  or repository.  

   For collecting and documenting data we propose a collaborative architecture that will allow us to 
consolidate heterogeneous historical data sources in a scalable way. This work sits on the boundary between the 
Research Collaborative and Headquarters, but we present it as part of the Research Collaborative because it depends 
fundamentally on interaction with users (the archive, in contrast, belongs clearly in Headquarters). Figure 1 shows a 
general architecture that utilizes collective intelligence to form a global repository of historical data. This 
architecture efficiently combines methods of crowdsourcing with wrapper/mediator technology to enter data into the 
repository. We assume that information providers will submit their data, which may initially be held in the form of 
Excel files, in association with wrappers provided by administrators of the repository. Such wrappers are programs 
that utilize an application programming interface (API) to extract information from their corresponding data sources 
and to map the information to a standard homogeneous representation associated with the archive. If the data set 
includes information not covered by a target schema of metadata, such as new variables, we extend the schema 
correspondingly. The data submission system allows providers to register their wrappers as a part of the data-access 
layer of the global repository. The wrappers can be used either to access data remotely or to load/replicate parts of 
the data at different nodes of the distributed repository (i.e., to optimize data analysis, or to consolidate a repository 
profile to deal with a specific application domain). In a subsequent step, both information providers and consumers 
will also be able to submit their subjective data reliability assessments. Such external reliability assessment will be 
combined with internal reliability assessment protocols based on analysis of data inconsistencies in the integrated 
repositories. The data reliability assessment will occur in the process of data curation and data fusion.  
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Figure 1: Historical data integration architecture based on crowdsourcing 

Continuing effort is required to ensure that the crowdsourcing device conveys an attractive interface to 
users: it must provide contributors with considerable practical benefits in order to attract them. We are hopeful, 
however, because the users we expect to attract are drawn from the many experienced historians, both professional 
and amateur, who are skilled in the domain knowledge of the many subfields of history and are devoted to collection 
and study of data. These historians are in effect a parallel to the local and amateur astronomers who have made 
Galaxy Zoo a crowdsourcing success (GALAXY ZOO; see also FOLDIT and Transcribing Bentham). The 
additional complication is that historians will be adding civerse new data rather than transcribing in coordinated 
campaigns  Still, we expect to be able to bring the requisite expertise to crowdsourcing to make CHIA a success. 

Archiving Data. Our overall archive will be composed of several levels. At the top, global level it will 
provide access to global values of all variables by time but also with access to regional, temporal, and topical subsets 
of the global values across scales. This is our objective—it is the dataset to be used for interactive global-historical 
analysis—along with its metadata. The bottom level will include the many datasets originally contributed to CHIA, 
accompanied by their metadata. In between will be an even larger number of datasets resulting from the 
transformation and aggregation of the original datasets—each with its incremental metadata. Encompassing the 
archive, the project as a whole requires development of an overall ontology addressing both 1) the technology of 
data development, storage, and visualization and 2) the domains of world history in the data incorporated and 
analyzed. We will explore applicability of Semantic Web technologies utilizing Linked Data and Web-of-Data for 
the task of large-scale historical data integration, though the definitive ontological work may be completed after the 
currently funded, three-year Research Coordination Network stage. 

How are we to design the elements and the structure of an archive of this magnitude? We need to maintain 
a global strategy, yet be tactically flexible. CHIA is working with two different architectures for the archive, 
expecting that we will benefit from both of them and make better overall decisions based on this breadth of 
experience. The two basic designs are those of the Dataverse Network (created and hosted at Harvard’s IQSS) and a 
design related to Data Cubes created and hosted by Great Britain Historical GIS. The Datavese Network is an open-
source application to publish, share, reference, extract and analyze research data that facilitates making data 
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available to others. It currently works across datasets in the following ways: 1) it ingests SPSS and STATA files, 
extracting the well-structure file and variable metadata, 2) it converts that metadata into an XML Data 
Documentation Initiative (DDI) format (Dataverse is fully compliant with DDI schema),4 and 3) it provides search 
and subsetting of the data set based on that metadata. The main part missing for enabling it to be spatially and 
temporally specific is a controlled vocabulary or standardization of time and place, which will allow users to easily 
compare or even merge different data sets. The GBHGIS data architecture holds all names in Unicode (UTF-8), its 
data model supports multiple languages, and the system operates in Postgres, an open-source database. The 
historical geographic ontology amounts to creating a kind of data in which all individual data values exist more or 
less independently, not as parts of "datasets." The GBHGIS implementation of this approach currently 
holds 14,099,469 data values each in one row of a relational table, with one column holding the actual numbers and 
other holding those where/when/what/source dimensions. It is also DDI-based, but a different kind of data structure, 
which can directly support analytic operations; it does use controlled vocabularies including one for data semantics, 
though it does not yet follow any established standard (Southall 2011). CHIA works with both of these approaches, 
expecting each to play a role in the overall global archive. For the Dataverse Network approach, the World-
Historical Dataverse project at Pitt has engaged a researcher for a two-year project of collaborating with IQSS staff 
to upgrade the Dataverse Network into an archive more closely approximating one appropriate to CHIA; the 
GBHGIS approach is being expanded in current work on georeferencing maps. In addition, discussion has now 
started up between these two groups and areas of collaboration have already been discovered (Grossner 2010).  

Within both the Research Collaborative and Headquarters dimensions of CHIA, we expect to encounter 
complex choices at every stage (Kriegel et al. 2007). We will work incrementally, but at every stage the project 
needs to have a committee scrutinizing incremental work for its global implications. Further, the project needs to put 
a significant resources into overall conceptualization and specific details of all-at-once global approaches. That is, 
the project must begin its earliest stages accounting for the huge data quantities it will ultimately ingest. The 
particular focus of the first stage of the CHIA project is on clear procedures for defining and executing work and on 
precise documentation of all elements of this expanding data collection, to lay the groundwork for long-term 
dependability and renewability of the data at all levels.  

To summarize, the Collaborative is to create an infrastructure for retrieving, holding, and analyzing world-
historical data. The Collaborative will be an institution of sufficient scale and authority to address the analytical and 
organizational challenges of documenting human society in recent centuries. In the long run, it will develop new 
data standards that account for heterogeneity, procedures for documenting and integrating heterogeneous data, and 
permanent housing for both raw and transformed data. It will facilitate cross-disciplinary analysis and visualization, 
sustaining synergies among researchers in social, health, environmental, and information sciences. It will lead to 
elaboration of theory to connect existing theories. In organizational terms, the Collaborative will facilitate a 
campaign encouraging social scientists to collect and submit historical data for shared access and analysis. Out of 
this campaign there may arise an improved system of reward and recognition for sharing data. The Collaborative 
will lead good practice in the inevitable debates about the ownership of data and citation and recognition of the 
contributors of data. 

Using Global-Historical Information Repository for Specific Research Directions 

• Our Global-Historical Information Repository will be utilized in a wide range of interdisciplinary research

 
projects. The specific research directions will address some of the most fundamental issues in the social

 
sciences with a methodology that explores scales from the individual to the social, spaces from the local to the

 
global, and times from the immediate to the long term, including possible future change (Manning 2003).
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• Social and natural variables. The couplings of social and natural systems are challenging to understand 

because of the complicated feedbacks governing these couplings. 1) What are the relative contributions of 
climate variability and demographic changes in determining patterns of infectious disease? Recent studies at the 
University of Pittsburgh Graduate School of Public Health have developed the hypothesis that population 
density and composition are significant determinants of incidence of certain diseases—while previous research 
has focused on environmental factors. Testing this hypothesis requires the compilation and organization of 
previously unorganized disease surveillance records and linking them to population data through 
Collaborative’s data infrastructure. While this analysis will begin with twentieth-century United States data, the 
insight into process and analytical tools developed will be applied to accruing Collaborative data holdings and 
be extended to longer-term analysis over wider areas, including data-poor low- and middle-income regions 
(Vora et al. 2008). 2) As another example, simple hydrological variables such as rainfall can be compared with 
commercial, population, and migration data to reveal spatially explicit patterns in the couplings between these 
systems for the nineteenth and twentieth centuries. One may test the hypothesis that natural factors influenced 
the decisions made during early colonization and land division in North America (Bain and Brush 2008; Pastore 
et al. 2010; Pierce et al. 2009). Population and migration figures for recent times are readily available; for 
earlier times, improved estimates for Europe, Asia, and Africa are developing. (McKeown 2004; Lucassen and 
Lucassen 2009; Manning and Nickleach in process). Knowledge of the coupling among human systems is 
fundamental to our understanding of how societies develop and sustain themselves (Chandra, Kaljanin, and 
Wray in press). 

 
• Development. “What has been the trajectory of development in economy and health?” The issue of 

development—as measured through social indices—has been a principal topic in social-science analysis. In this 
study, indices of development are traced for political and social units worldwide. Hypotheses on the relations 
among production, commerce, health, and population can be tested for regions and for the world as a whole 
(Maddison 2003). Inclusion of data on most areas of the world over time will permit the identification of global 
and regional interactions in processes of development. Thus the Collaborative can compare the impact of 
colonization and decolonization worldwide (Gerring, et al. 2011). Further, while the study of women in politics 
may begin at national and jurisdictional levels, to cover longer times the analyst must include the local levels to 
which women’s political activity was long constrained, plus the transnational effects of feminist movements 
(Smith 2008).  
 

• Governance. “How have systems of governance evolved?” This comprehensive study will trace the history of 
government by tracing it in parallel at local, provincial, national and imperial levels, addressing institutions, 
systems of law, processes of representation and redress, and violence. It will evaluate the hypothesis that 
innovations in governance arise out of local governance as much as from central government. Analysis of multi-
level data may show when local government systems influence those at higher levels, and when imperial 
structures determine local structures (King, Honaker, Joseph, Scheve 2001). Attention to local government 
reveals more information on the role of social movements in governance more broadly. Long-term analysis 
should reveal the emergence of the global state system, but also the ways that more localized state systems 
linked to emerging great-power rivalries (Gerring et al 2011). 
 

• Social structure. “How have social structures changed and interacted?” A worldwide study on this issue has 
been launched at an initial level by the International Institute for Social History, with funding from the 
Netherlands Research Foundation (NOW) and the Gerda Henkel Foundation (Germany). This group, by 
analyzing the types and sub-types of labor conducted in populations from 1600 forward (distinguishing types of 
labor defined as reciprocal, tributary, and commodified, plus the non-working) is revealing parallel changes in 
the organization of work in many parts of the world. Out this work comes the hypothesis that the range of types 
of labor grew more complex up to the early nineteenth century, followed by a simplification in labor structures 
in later times as wage labor became more prominent. This project’s organization of research on historical labor 
shows the feasibility of large-scale, collaborative research, and provides a fine model for procedures in data 
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collection and data organization (Van der Linden 2008). A decentralized collaborative of researchers—the 
Global Collaboratory for the History of Labour Relations—collects and documents data, interacting with IISH 
in processes of cleaning and verification. IISH Research Director Marcel van der Linden will expand this role, 
serving as Director of Affiliated Researchers for the collaborative. 

The outcome of these studies will bring global and historical analysis to bear on these important questions, 
and will be able to confirm and advance the approach of the Collaborative. 

NOTES 

1 The authors acknowledge the contributions of other members of the CHIA group who have made substantial 
contributions to the preparation of this article. At the University of Pittsburgh: Wilbert van Panhuis, Donald Burke, 
Kai Cao, Hassan Karimi, and Carlos Sanchez. At Harvard University:  Gary King, Peter K. Bol, Mercè Crosas, 
Benjamin Lewis. At Portsmouth University: Humphrey Southall. At Michigan State University: Siddharth Chandra. 
At the International Institute of Social History: Ulbe Bosma. At the University of California – Irvine: Geoffrey 
Bowker. 

2 The institutions participating in the NSF-funded project include the World-Historical Dataverse Project at the 
University of Pittsburgh (PI Patrick Manning, co-PI Vladimir Zadorozhny), the Institute for Quantitative Social 
Science and the Center for Geographic Analysis at Harvard University (PI Gary King), the CLIO project at Boston 
University (PI John Gerring), the Asian Studies Center at Michigan State University (PI Siddharth Chandra), and the 
University of California Group for Historical Information and Analysis at the University of California – Merced (PI 
Ruth Mostern). Duration of the NSF project is from 1 January 2013 to 31 December 2015: it is a Research 
Coordination Network project in response to the Building Community and Capacity initiative of the NSF Directory 
for Social, Behavioral and Economic Sciences. Other groups participating in the activities of CHIA are the 
International Institute of Social History (Amsterdam), Great Britain Historical GIS at the University of Portsmouth, 
Information Science at the University of California – Irvine, and the Council for Economic and Social Development 
in Africa (CODESRIA, Dakar). 

3 This work of integration must also grapple with the challenges of fuzzy data. 

4 “The Data Documentation Initiative (DDI) is an effort to create an international standard for describing data 
from the social, behavioral, and economic sciences. Expressed in XML, the DDI metadata specification now 
supports the entire research data life cycle.”  http://www.ddialliance.org.
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